Non Negative Matrix Factorization Clustering Capabilities; Application on Multivariate Image Segmentation
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Abstract—The clustering capabilities of the Non Negative Matrix Factorization algorithm is studied. The basis images are considered like the data membership degree to a particular class. A hard clustering algorithm is easily derived based on these images. This algorithm is applied on a multivariate image to perform image segmentation. The results are compared with those obtained by Fuzzy K-means algorithm and better clustering performances are found for NMF based clustering. We also show that NMF performs well when we deal with uncorrelated clusters but it cannot distinguish correlated clusters. This is an important drawback when we try to use NMF to perform data clustering.
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I. INTRODUCTION

Non negative constraint has been investigated in the context of Blind Source Separation (BSS) in an application of Nuclear Magnetic Resonance signals in [1], [2] and in an application for analyzing series of electron energy loss spectra [3]. Recently, Non Negative Matrix Factorization (NMF) received an increasing attention in the data analyzing community due to its visual clustering capabilities. There are some applications which use NMF to perform different clustering tasks [4], [5]. In our paper we investigate the NMF clustering capabilities and we try to find out its meanings. We also developed a NMF based clustering algorithm and we applied it to an application of multivariate image segmentation.

Above all, NMF is a linear blind source separation method which learns parts based data representations [6]. But as all BSS algorithms, NMF finds a new basis in the original data space where the data set is projected. Then the new data set is nothing but the linear projection of the original data onto the new basis directions. The clustering capabilities of the linear projection methods derive from how well the new basis directions follow the data clouds (indicating clusters) in the original data space. In real data applications, clusters are distributed according to irregular directions, so any unrealistic constraint (such as the orthogonality) imposed on the matrix factorization will have as result a significant loss of information which may worsen the clustering results.

Different matrix factorization algorithms (Principal Component Analysis PCA or Independent Component Analysis ICA [7]) incorporate such constraints (orthogonality or independence) on one of the factor matrices. More than that, the coefficients are of both sign which makes that in applications such as image processing, one cannot give them a realistic interpretation.

The only constraint that NMF imposes on the factor matrices is that of non negativity which makes NMF be the best candidate for finding the real directions when the data set fits this constraint. Now, if a single cluster is distributed among a single direction in a data space, its clustering capabilities are obvious.

The paper is organized as follows: in the next section we review the basis of the linear matrix factorization algorithms. Then we analyze NMF as a spectral clustering algorithm and we outline its main drawbacks. A clustering algorithm is derived and it is tested in an application of multivariate image segmentation. The results are then compared with those obtained by classical Fuzzy K-means clustering. Finally we conclude with some discussions.
II. OVERVIEW OF THE MATRIX FACTORIZATION ALGORITHMS

Let the input matrix $X = (x_1 \ldots x_n)$ be a set of $n$-dimensional data column vectors, then a matrix factorization algorithm tries to find a subspace in which the majority of the data lies. In general, the input matrix $X$ is factorized into two matrices:

$$X = FG^T$$  

(1)

where $X \in \mathbb{R}^{d \times n}$, $F \in \mathbb{R}^{d \times k}$, $G \in \mathbb{R}^{n \times k}$, generally, $k << \min(d, n)$. These algorithms are also called linear projection methods because the new data is nothing but the projections of the original data onto the new subspace axes defined by the column vectors of $F$.

The new data can be written as:

$$G^T = HX$$  

(2)

where $H \in \mathbb{R}^{k \times d}$ is the inverse matrix of $F$ if $F$ is quadratic, $k = \min(d, n)$ or the pseudo-inverse of $F$ if $F$ is non quadratic, $k << \min(d, n)$.

Considering that all row vectors of $H$ have unit length and since they are orthogonal to the column vectors of $F$ then we can write:

$$G^T = (F^T F)^{-1} F^T X$$  

(3)

The factor $F^T F$ changes the projection basis $F$ only with a scaling factor, so we can write:

$$G^T = F^T X$$  

(4)

By developing , eq. 4 we write:

$$G^T = (f_1 \ldots f_k)^T (x_1 \ldots x_n)^T$$  

(5)

where $f_i$ is the $i^{th}$ column of $F$.

$$G^T = \begin{pmatrix}
  f_1 \cdot x_1 & f_1 \cdot x_2 & \ldots & f_1 \cdot x_n \\
  f_2 \cdot x_1 & f_2 \cdot x_2 & \ldots & f_2 \cdot x_n \\
  \vdots & \vdots & \ddots & \vdots \\
  f_k \cdot x_1 & f_k \cdot x_2 & \ldots & f_k \cdot x_n
\end{pmatrix}$$  

(6)

The dot product $f_i \cdot x_j$ can be written as:

$$f_i \cdot x_j = |f_i| \cdot |x_j| \cdot \cos(f_i, x_k)$$  

(7)

We impose that, $|f_i| = 1$ and then $f_i \cdot x_j = |x_j| \cdot \cos(f_i, x_k)$.

This shows that all linear matrix factorization algorithms find a new subspace in the original data space where the new data is the projections of the original data onto the new subspace axis; the new data depends only on the original data norm and the spectral angle between them and the new subspace axis. The better the new subspace axis (feature vectors of $F$) follows the clouds or clusters of data in the original multidimensional space, the better the new data is discriminated and appropriated for clustering.

In the following we overview three matrix factorization methods.

1) Principal Component Analysis is the most popular matrix factorization method. It can be written as:

$$X = UV^T$$  

(8)

where $U$ is the matrix of the eigenvectors of the covariance matrix of $X$ and $V$ is the new data in the eigenvectors feature space. Here, $X$ is the mean adjusted raw data.

2) Independent Component Analysis is another well known matrix factorization technique. It can be expressed as PCA:

$$X = AS^T$$  

(9)

where $A$ is the mixing matrix and $S$ is the sources matrix. $A$ and $S$ are obtained under the independence constraint imposed on the rows of matrix $S$.

3) Non Negative Matrix Factorization is a well suited matrix factorization when the input data is non negative. It is expressed as:

$$X_+ = W_+ H_+^T$$  

(10)

Matrices $W_+$ and $H_+$ are estimated based only on the non-negativity assumption; no further assumptions on the statistical dependencies of the factor matrices are made.

The difference between PCA and NMF projection basis is illustrated on a toy example in figure 1. While the PCA basis vectors are orthogonal (one basis vector follows the direction indicating the maximum variance of the data), each NMF basis vector follows a single cluster meaning that NMF finds the most discriminating subspace where the data lies.
III. NMF AND FUZZY K-MEANS

Previous works show that NMF has obvious clustering effects [6], [8] and it has been recently used in different clustering applications [4], [5]. There are some theoretical results which show the relation between NMF and the classical K-means clustering [9], [10]. Previous results are reviewed and we try to go further, providing a NMF based clustering algorithm and a useful discussion based on a toy example.

In [9], NMF is motivated by K-means clustering [11]. Let $W = (w_1 \cdots w_k)$ be the cluster centroids obtained via K-means clustering. Let $H$ be the cluster indicators: $h_{k,i} = 1$ if $x_i$ belongs to the cluster $c_k$ and $h_{k,i} = 0$ otherwise. As demonstrated in [9], the K-means objective can be written as:

$$J_{KM} = \sum_{i=1}^{n} \sum_{k=1}^{K} h_{k,i} \| x_i - w_k \|^2 = \| X - WH^T \|^2$$  (11)

Its fuzzy extention, Fuzzy K-means allows one datum to belong to one or more clusters in the same time. The objective function is:

$$J_{FKM} = \sum_{i=1}^{n} \sum_{k=1}^{K} h_{k,i}^m \| x_i - w_k \|^2 = \| X - WH^T \|^2$$  (12)

where $h_{k,i}$ is the membership degree of a data pattern $x_i$ to the cluster $c_k$ and $m$ is a real number greater than 1 which controls the fuzziness. For $m = 1$ the hard K-means clustering is obtained.

NMF can also be performed by minimizing the objective function from equation 11 and so NMF can be thought as a soft clustering by relaxing the values of $h_{k,i}$ from binary to continuous non-negative values [9].

In the following, we consider the lines of the matrix $H$ as the membership degree of the data to a particular class. But the question we are asking further is: does NMF always perform fuzzy clustering? The answer is no and we try to argue by some simple examples.

As all linear projection methods, NMF estimates some directions in the original data space (as we can see in figure 1). The new data is nothing but the projection of the data on these directions. So data which lies along some direction in the original data space (as we can see in figure 2) can associate this cluster with one direction and in this case, NMF performs fuzzy clustering and the data is well clustered as the figure 2 shows.

If two clusters are distributed along a single direction (correlated clusters), NMF cannot be used for data clustering unless data decorrelation has been performed before. In this case, we cannot associate to a direction a single cluster but two or more correlated clusters and so, NMF cannot perform an effective clustering as it can be seen in figure 3. Data decorrelation is done by a simple rotation in the data space (generally PCA is used for data decorrelation).

NMF can be seen as a spectral clustering approach, meaning that all data in a NMF cluster will present strong spectral similarities. So, a NMF cluster can contain one or more clusters for which data is similar from a spectral point of view. The only difference between data belonging to a NMF cluster regards their magnitude. So correlated clusters can be found by a histogram based method. Now for each NMF cluster the histogram of the data norm is computed and sub-clusters are determined by fixing a threshold in the local minima of each histogram. The number of sub-clusters equals the number of modes in the histogram. This criterion is often used to estimate the number of classes in algorithms based on the estimation of the probability density function [12], [13].

Under these considerations, our approach can be resumed in the following algorithm:

![Fig. 2. Left: two gaussian clusters in a two dimensional space; right: the classification results after NMF clustering](image1)

![Fig. 3. a - original dataset - two correlated clusters; b - clustering results after NMF clustering; c - data after decorrelation; d - clustering results after NMF clustering in decorrelated dataset](image2)
NMF based clustering algorithm

1) Estimate the number of principal directions in the original data space and perform data decorrelation by PCA.
2) Compute NMF on the new dataset (the number of factors equals the number of the most significant principal directions).
3) The rows of the matrix $H$ are considered to be the data membership degree to a NMF cluster (each cluster is associated to a single direction). By normalizing the column vectors of $H$ to have unit length, we can provide a fuzzy clustering result close to that obtained by Fuzzy K-means clustering.
4) A hard clustering can be obtained by assigning to each data the label corresponding to the line where the maximum value of column vectors lies.
5) Optional (re-cluster the NMF clusters by a histogram based method. For each cluster, the number of sub clusters equals the number of modes in the histogram).

Fuzzy K-means and NMF based clustering have been investigated and results have been compared in an application of multivariate image segmentation using two relative validity clustering indices: Davies-Bouldin (DB) and compacity-separability (CS).

The choice of the cluster number is a mandatory step in data clustering. It can be done either by external or internal indices [14]. In this paper, internal indices were used to estimate the optimal number of classes. For Fuzzy K-means clustering, DB and CS indices were computed for different values of the optimal number of classes. For NMF based clustering, the cluster number is considered to be the number of the most important principal directions indicated by PCA. This is not always an unrealistic supposition because clusters can be formed by means of local structures in a data space such as high density area [14].

### IV. Experimental results

A multispectral image of a cross section of a barley grain, acquired in microspectrofluorometry is analyzed to identify external tissues of the barley grain. The grains were furnished by INRA de Clermont Ferrand and the images were recorded by INRA Nantes thanks to M.-F. Devaux. The data set contains 19 images each one of 512x512 pixels, figure 4.

In previous works we used probability density based methods to perform pixel classification [16], [17], [18]. A dimension reduction pre-processing step is mandatory for these approaches due to the computing time for density estimation which increases significantly with data dimension. PCA and NMF were used to perform dimension reduction and then Parzen-Watershed algorithm [13], [19] clustered the data in the reduced feature space. This is a common and useful manner to introduce matrix factorization algorithms in different clustering tasks especially when we deal with large sets of high dimensional data. In this case, the computing time for any clustering algorithm is an important drawback.

Here, image segmentation has been performed by pixel classification. Fuzzy K-means and NMF based clustering have been investigated in this application and their results have been compared using two relative validity clustering indices: compacity-separability (CS) and Davies-Bouldin (DB).

#### Fuzzy K-means clustering

Both Davies-Bouldin and compacity-separability indices indicate a local minimum for 3 clusters, figure 5. Clustering results are shown in figure 6. The simulations were performed with a fuzziness parameter $m = 3$ for 100 iterations.

#### NMF based clustering

The results of the PCA indicate that the most part of the energy is distributed in the first three principal components, table 1. The number of spectral clusters is then fixed at 3. NMF is performed by chosing the number

$$c_0 = \frac{1}{n} \sum_{k=1}^{c} \sum_{i=1}^{n} \| x_k - v_i \|^2$$

and $s$ measures clusters separability (the inter-class distance).

$$s = \left[ \min_{i=1,\ldots,c, j=1,\ldots,c, j \neq i} \| v_i - v_j \|^2 \right]$$
Clustering results comparison

Visually, Fuzzy K-means and NMF clustering show very similar clustering results, but the performances of two clustering algorithms should be compared using some relative validity indices; any internal validity index can be used as a relative index [14]. Davis-Bouldin and compacity-separability
Fig. 7. NMF based clustering: a, b, c - factor images; d - hard clustering were used this time as relative indices and the results are shown in table II. The results show that NMF based clustering performs better than Fuzzy K-means.

<table>
<thead>
<tr>
<th>Component</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>73.069%</td>
<td>20.171%</td>
<td>3.056%</td>
<td>1.557%</td>
</tr>
</tbody>
</table>

**TABLE I**

ENERGY DISTRIBUTION

| DB indice | Fuzzy K-means | 0.46 | NMF based clustering | 0.39 |
| CS indice | 0.149 | 0.117 |

**TABLE II**

CLUSTERING RESULTS COMPARISON

V. CONCLUSION

Non Negative Matrix Factorization is investigated in this paper not from a blind source separation perspective but from the clustering point of view. We reinforce the idea that NMF can be considered as a fuzzy clustering approach which performs spectral clustering. We have shown that correlated clusters cannot be separated by simply applying NMF on the data. We also developed a clustering algorithm and we applied it in a multivariate image segmentation application. Results are compared with those obtained by Fuzzy K-means clustering. We have shown that NMF based clustering algorithm offers better results than Fuzzy K-means. The choice of the cluster numbers is not imposed a priori: it is estimated by unsupervised approaches (PCA is used to estimate the principal directions in the data set which are associated to the number of spectral clusters). Spectral clusters can be re-clustered by a histogram based method where the number of sub-clusters is indicated by the number of modes in the histogram. As Fuzzy K-means algorithm, NMF based algorithm cannot deal with non-convex shape clusters. This drawback arrives from the fact that as all linear matrix factorization algorithms, NMF is only able to discover linear dependencies between data. If data are distributed along non-linear directions all these methods show their limits and so, NMF based clustering fails to discover the real clusters.
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